
iA-IJR .88-1537 LA-UR--88-1537

DE88 010922

(!w-+wb~ G--/
%

TITLE

WBMITTEO 70

GROUNDTESTACCELERATORCONTROLSYSTEMSOFTWARE

J. Howell, L. Burczyk, R. Dalesio, R. Dingier,
J. Hill, D. Keretiene, R. King, A. Kozubal,
C. Little, V. Narts, R. Rothrock, J. Sutton

European Particle Accelerator Conference
Rome, Italy
June 7 - 11, 1988

DISCLAIMER

LoskNlalm@
IL’!:*M

lQsAlmos National Labomtor
!!4bSAbTm,w M8xico 8754 ~

About This Report
This official electronic version was created by scanning the best available paper or microfiche copy of the original report at a 300 dpi resolution.  Original color illustrations appear as black and white images.

For additional information or comments, contact: 

Library Without Walls Project 
Los Alamos National Laboratory Research Library
Los Alamos, NM 87544 
Phone: (505)667-4448 
E-mail: lwwp@lanl.gov



Ground Test Accelerator Control System Software”

L. Burczyk, R. Dalesio, R. Dingier, J. Hill,

J. A. Howcllt, D. Kerstiens, R. King, A. Kozubal,
C. Little, V. Martz, R. Rothmck, J. Sutton

LOSAlamos National Laboratory, IJM Alamos, NM 87545

Abstract

I’he GT. \ control system providts an cnvironnient in which the rmtorn~tion tif a sh Itt-of-the-art

accelerator can be developed. It makes use of commercially available computers, workstations,

comput( I networks, industria! 110 equipment, and software. l%is system has built-in supervisory

ccmtrol t like most accelerator control systems), tools to support continuous control (like the process

control i~dustry), and sequential control for automatic startup and fault recovery (like few other

accelercl or control systems),

Severai .*o/tware tools support thest levels of control: a rtal-time operating systtm (VxWorks) with a
real-tire L kernel (VRTY,, a co?lfiguration database, a sequenctr, and a graphics editor. VxWorks

support~ multitasking, ~~t con ttxt-switching, anf prtemptlve scheduling, VxWorkslVR TX is a

rwt work- bastd dtvelopmtnt environment specifit ally designed to work in partnership with th~ UNIX
optratin,q system. A database provides the interface to the accelerator components It consists of a

run tlmt library and a database coqliguratlon and editing tool. A sequencer inltlates and controls

the OF! I idtion ,~f all stq~ence programs <expressed as stfrte progrmns). A graphics editor gives tht

aser !At abihty to crtate color graphic displays showing the statt of the machine h ●ither ttxt or
graphit’.~ form.

Inhductlon

TIIU control syst.m for the Los Alrnmos Clround Teat Accelerator (OTA) h roqulred to provide

complelu accelerator automation. That h. Itml;st provide automatic start-up, optlmlzmlon, steady

state running, and shut-down, A more complete description of tie ●utomation Imues and the levels

of comrl d requlrtrd h found In 11]. !n support of thm requlrementa, the control system h being

dfslgnetl whh these Bosh h mind:

( I } Provide early support for testing and commla$ionln~ OTA mhaystems, This Is to allow the

physicist use of controis in order to check out components and to develop an ●arly undwstandlng of
accelertilor subsystems.

(2) Providt suppon for sutoma[ion experiments, Curmmly, the resin ●mphasis is on the ion

source IInd output optics automation,

(J,I provid~ ● system IhaI k flexible and ●xtcndble so that the potentially difficult probl.ms 0[

buildln$ J completely automated and optimized acce!ermor can be solved,

Thv hsrdwaro and software components of the control system make use of commercially

av-ilablv compon?rm: work~tationi, netw~rka, Ladumrhd 1/0 ●quipment, and softwara.

System Hwdwam Ovmhw

A dlstrihu~ed ne[work (Fig 1.) has lmn selact.d 10 provide the computational power rtiquhed

to autonlwe the OTA In an evolvln~ research en’’ironment



Fig. 1 GTA control system architecture.

The various proc.asom used in th. network ●e ●s follows: the /npu/-0uIpu# Comrollcr (1OC),

the OprrIIIor /n/cr/ac# (OPI), he /ntcgrartd Control Proctssor (lCP), and tho AI r(ficial Mtlligtnct

PI ‘JC@SSC’f (AIP) . TIM functions provided by theso processon and their associated softwaro is

described In the follovdn~ sections.

Sdtwarc Syst8m Overview

Network

Eth~’rnet usina the TCP/l P protocol hss been chosen for Ihe OTA control system network

because II h commercially available and h well ouppm.d by established standards. The funcuon of
this net~ ork is to provide a ~enerallsed communication path between the computers, workmicma,

and processors lhat comprise the control system. This Includes the developm~nt syst~m ar,d the data

analysis systcmsl

Io’c software

The IOC provtdos c direct Intorfaco to .ach accdorstor subsy~tem. The slandard IOC proces?,or

[2] is lhe Motor@la 68020 32-bk procouor runnhtt in a Versa-Module European (VME) bus,

Software mplemcmed on the 68020 will mn on the succemor (68030) w mcrcascd spwds, The IOC

~oftwsre srchhecture in shown In Fig, 2,
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Fig. 2. Software Architecture.

~. The real-lime oPBtinU syslem for the IWis Vxworks [3]. h uses the VRTX
real-time ●xecutive (from Ready Systems, Palo Alto, CA) M the kernel of the real-time operating

system. The VxWorks (from Wind River, Inc., Emerydle. CA) development environment is
currently networked with the SUN/Unix ●nvironment and will soon be networked with the
VAX/VMS ●nvironment. VxWorks and Unix work together to form a complete, hybrid

●nvironment, VxWorks is used for mnning, testing, and debugging real-time applications, while

Unix is used as a high-level software development system. VxV’orks provides ●xtendva networking

facilities, symbolic debugging, a Unix cross-development package, 1/0 drivers, s C sh.11, md
memory mwqement, The VRTX kernel provides the UNJISIfeatures found in real-time operating

systems: preemptive scheduling, fast context switching, fast intenask communications and

synchronization, ●nd fast Interrupt response.

~. Application programs ●re typically Implemented In the IOC In

one of two ways: C Iangua& proSrams or finite state programs. Each atato program h an

Independent .ntlty within an 10C. %te programs are ●xpmsed in a apeclal state notation tangus~

●nd are compiled by a mate notation compiler (SNC) [4], Currently tho stat. pro~ams arc
automatically compiled into C code. Although the state notation langua~ provides building blocks
for control, it h beinu ●nhanc~d to provido more sophhdcatcd structur. for effectively Implementing

complex control algorithms. Some of these enhancements are parhmeterlzatlon, hierarchical

structure to corttrol algorithms, and modularlzation of state programs.

All state programs are initiated and ●xecuted by a program known as the sequencer. l%o

sequencer h capable of calllng a C subroutine to prodde local r~ductlon of Iarg@ craps of raw data.
l%h ii useful becm.t~ k reduces [h. amount of data transfer required acros~ the network. Like th~

other major software comporwnts of the IOC, the stme notation compiler is wriueft in a high-1.vol

language (C, YACC, and LEX) to ba portable and \hereforc independent of a panlculsr hardwar.

implementation.

Scquem:e programs will be written for OTA to Implament outomatic startup and fault recovery.

~, T’h. OTA databa~ It d~stributod in natur-, ~lh ●ach IOC database contalnin~ all the
necessary data for a particular subsystem. The dml?ase crmmlns the information descrlbin~ th.

current stat. of th. subsystem and the control parameters to msmtain that stat., This information ls
avallabls throughout the control notwcwh vla n dmsbme acccsa Iibrsry, and sectlona of h (fields) cm
be chsngad over thf notworx,

A spcclal task, tho Database Configurmion Task (DCT) builds both the database and the
procoss variable directory, whict. reddm on dl~k for modification and repon gcnoratlon. Each IOC
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has its databmw loaded into memory al load t.fme. The DCT, described below, allows the database to

be modified interactively.

The database is organized into records. Current record types are analog input, analog output,

bina~ input, binary output, stepper motor, power supply, waveform, PID, snd calculations. The

smallest element in the database record is a field. Typical fields are process variable name,

descriptor, conversion information, alarm limits, current value, desired output (a control

parameter), archiving information, and display formatting.

The current state of the accelerator is changed by modifying the fields pertaining to alarm

generation and the control par~meters. “IMse pmameters are available to the sequencer task, the

OPI, t’ne AIP, ●nd other control processors throughout the network via a Iibraw of acces~ routines.
For suPrvi.sov control, the operator can either change the outputs ●nd monitor the effects or define
the setpoint control parameters in the database and modify the setpoint to maintain ● steady ~’ate.
To achieve automation, the sequencer will need to assume the task of modifying the alarm and

control parameters to chmge the state of the accelerator.

All dntabase software is written In C.

~S. Two communications tasks provide ●xternal ●ccess to the IOC

database. The Rcques( Server acceptc requesu from tie network on a predefine network pen. The
requests iall into three clmses: ( 1) read from the database, (2) write to the dmbase, or (3) monitor
a value In the database. The read and write requests may cause the corresponding Input/output

channel to be accessed. llte monitor request allows external nodes to process Inputs as ●vents occur,
rather than by polling. The R~’~ponse Serwr returns the value or values to the requesting task.

The purpose of the GTA device driver modules Is to provide higher level

application tasks whh a standard interface to the OTA system hardware.

The analog Input drhwr will read the current value of ● 12 or 16 bit analog htput and store It at a

location specified k. th~ caillng sequence, There ●r. currently three types of ●nalog !nput cards, al~d

a num:wr of different uses for .ach type: VMIC-3100 (12 bit), VMIC-3116!6 (16 bkj, and

XYCOM-566 (12 bit gated)

The analot oulp~i driver will read/@te values from/to 12 or 16 bit analog output cards. In both

cases the d,dver @ll store (he value readhvrltten at the location specified In the call. There ~re
presently twc [ypes of commercial analog output cards, and an ext.rnal bus 1/0 module that looks

Ilke an analog ot;tput to the OTA system softwurc: VMIC-4 100 (12 bit) and VMIC-4 116 (16 bk)t

7%8 binury in,wt driver will read the current value of a 32 channel bltmry Input module and

uore It at a I*atlon tpedfied in the callhti sequence, Thete are currently two types of binary ~nput

cards: Burr-Brown-910 and Xycom-2 10.

I%e binary ouIpuI drhwr wi!l readhrhe a specified value from/lo a 32 channel binary output

module, In elth.r case h wi!l SIG:* the current value of the modula mtded with a ~cifled mask at a

Iocatlmt given III lhe calling s~quence, There ura currently two !ypas of binary output card~:

Burr-Brown-902 snd Xycom-220.

The GP/8 ddver h~ndles low Ievcl imelactlons wfth the National Instruments OPlB-1014
iniarface, For the most pan, [his driver h supplied by National and h similar to standard UNIX

device driver, The device h opened, clo~d, rind, Wrhten, and supports the notion of Iocd The
ioctl IS a udllty thal Is responsible for dedce specific operhtiom such as setdn~ an instrument on line,
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sending an interface clear, and conducting a aerial pd. It is anticipated that some type of GPIB

manager will be developed freeing application processes from the need to arbiu ate bus use among the
instruments att~ched 10 a given GPIB.

The serial interjacc device driver allows for controlling communication with ●xternal devices
through a Xycom 428/1 interfJce module. An example of such an external device is the Omega

Engineering Programmable Temperature Controller used by the RF subsystem. It is not intended
that th]s device be used as a terminal interface, nor is the driver designed to handle terminal 1/0,

The srcpper motor interface device drlvcr allows for controlling Compumotor 1830 motor
indexer. This indexer provides sphoisticated Ilmtion control of positioners, slug tuners, diagnostics,

and many olher accelerator dwices.

The wave~orm digi(izer driver will handle all low level functions associated with a CAMAC
LeCroy 8837 trnnsiem recorder, or any similar model.

OPI Sofiware

The Operator Interface (OPI) is a network device utilizing a graphic windowing systeln. It may

be located m any pcim on the faclllty network and maintain full functionality. The user has the
anility to generate and alter control displays , and have access to the database and sequencer. The

present OP1 hardware Is a VaxStatlon 11/GPX nmnlng the VMS operating system using the UIS
window manauer.

The next OPI ●[forts include adopting an open standard windowing system. The utilization of a

stal, cfard will remove dependencies cm specific vendor hardware and software. Two systems ●re

currently being studied: X Windowa fron] MIT [S] ●nd the Network/extensible Window System

(NeWS) [61 from Sun Microsystems. Also under consldaratlon la a VME-based OPI,

There are three control system configuration tools under development:: ● graphics editor (to

build control displays), a database configuration task (DCT), and a state program editor. Th.

development psth for these tasks ls to integrate thorn under the selected standard windowin~ system,

with a common interfa~ e/response deslan and with facilities to allow moving from one to the other

easily. ●

Qmhiuwu The graphics editor [7] allow tho user to create color control displays in sn

interactwe mannsr. Construction of displays Is accomplished using a mouse in ●n OPI windew, 7%.

opratot can automatically connect to database chsnn.ls by selectine one of many primitives (sliders,
buitons, text uprlaws, or graphs) and 8Mng the channel nam.,

One? a display has been created it can be storod on disk as a metafile for Ister use or

rmchficrmon. This h~forrnatlon lncludos display .aformation such as screen location, channel

inforrnatmn, and graphical information for kerns drawn (text, boxes. circles, etc.).

The metafile also includ~s stalic #raphic Immf. such as labels, proctss display htms, and
proctss ctm(rol Iltms, The process display items Includo @raphlc and text representation of analoc

and Mrsarv data as well as plot~, strip charts, waveform dlsplaym and ttate program stritus, Thcsa are

implemented as areas of the screen that nre periodically updated A special display ●xecution module
Ialcr reproducm the “pl~turo” and sets up communication belween the display and the databme so

thal the functions (monitoring, control, .tc. ) select.d by the operalor carried otsI.

Procetm control hem~ currently Include a varlely of prlrrtitivm to control binary and analoa

si~nals. #u~lons control a binary output channel, read a correspondh’it htput charm.1, and dhplay [h.
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results, They also monitor state programs which are waking for the cperators permission to proceed.
S/IdtIrscontrol an analog output channel, read corresponding input channel, and display the results.

Slider banks p) ovide a grouping of sliders for control and monitormg of a group of analog channels as
described atmve.

W [8] is another OPI task that creates and maintains the
process databases and the process variable dire&ory. DCT is used to configure the process database.

It is an interactive configuration tml which currently ntns on the SUN workstations. The

con figuri)lion task supports database creation, modification, repon generation, and deletion.

The process variable directory is created and maintained by the D(X. It contains a directory of

all (I[ the process variables in the control system and their IOC ID, record type and record number,

It is loaded into lhe OPI and the IOC at startup time. During operation the directory is used by the

display I ask in the OPI and the sequencer in the KK to resolve database references to unique
nett~ork addresses.

. A configuration task to be implemented is one that allows the user to create

stale prngrams graphically. These graphics, containin~ Ixtbblm, labels, and arrows, would then be

lranslaied into either state notation language, C programs, or tables,

For the OTA, atificial intelligence will be an integral part of the control system. Currently,

the desitn of Al procedures is being completed in parallel but independently of the DC development

●ffurt. The initial ilterface to the Al resource will be a high-level network connection to ● separate
Al processor. As this software development ●ffon matures, the AI resource may be pofied to an
10C-resident Al hardware coprocessor. This processor would be from the same family as the

staI ldard 10C processing devic~.

Present AI work is being cam!ed out on ● Symbolics 3e20 Lisp machine. Tha ABLE project

pr(}~otype [9] was the first attempt to automate many of tho tasks previously performed by ●ccelerator
ph)wcs c!XfM~, The ABLE prototype was bu!!t to find only dipole field ●rrors in a beam line using

betim (rd~eCtO~ data (beam position mOnhORS). ABLE incorporates well-understood physical

models to predict whera errors in the beam Iino might occur. It is a coupled expert system [ 10]

combming over 15,000 lines of FORTRAN simulation and optimization programs with a LISP
kno~ ledge base of tules, The prototype was tested on several beam lines at SLAC. It provided

usetul information about the problom in nearly ●very case thm was tested.

This prototype has been incorporated into a package called the Generic Orbit and Lattice

Delwtuucr (GOLD) [11]. This Ass FORTMN program that can be easily incorporated into many

dll Iercm control systems This program is able to find beam kick errors by analyzing barn centroid
dat,l. Theoe beam kick errors ●re manlfemod by dipole fkld errors, quadruple field errors, beam

●ner$y errors, beam ●ntrance ●rrors, and monitol ●rrors. This program has been used to analyze

data and locate beam kick ●rrors at CERN.

Export systsms ai e also beins investigated for use in injector c(mtrol.

ICP ~d’tWOtW

l%. Intoarated Control Prmesaor (lCP) h a computer that coordinates the activities of moro

than one IOC, 1043 are grouped functionally ●nd mociated with an ICP. Software reddinu on the
ICP will be designed to coordinate [he Interaction of software components :!lat are dhtrihuted among

moro than onc 10C, The seauencer wdl be an importany pm of this mtegratlcm.
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Conclusion

Xle GTA control system provides an ●nvironment in which state-of-the-art accelerator
automation can be developed. it provides flexibility and allows for growth where needed.
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